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Abstract
Emotional Support Conversation (ESC) systems are critical for as-
sisting individuals facing mental health challenges. In this work,
we present a reinforcement learning framework to improve ESC
systems through structured emotional reasoning. We first collect
and clean a dataset of 4,500 real-world support-seeking posts. To
guide emotional generation, we introduce Empathetic Chain-of-
Thought(ECoT), a structured reasoning format that encourages
multi-turn empathy and coherence. Based on this, we trainMindChat-
R0 (Qwen3-8B as basic model), a Chinese empathetic dialogue agent,
using reinforcement learning optimized by ECoT-driven reward
signals. LLM-as-a-judge evaluation shows that MindChat achieves
the highest average score of 3.863 out of 5.0 across fluency, em-
pathy, and support dimensions (vs. 2.834 for Qwen3-8B-nothink
and 2.547 for Qwen3-8B-think). In human preference evaluation,
MindChat-R0 also outperforms strong baselines with a win rate of
71.14%, based on pairwise comparisons by human annotators.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI).
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1 Introduction
Mental health has reached critical importance worldwide, with
depression recognized as one of the leading causes of disability
and emotional distress, affecting approximately 5% of the global
adult population [25]. In China, the situation is even more con-
cerning. Over the past three decades, the number of individuals
living with depressive disorders increased by 54% [22], and anxiety
disorders by 31% [22]. The World Health Organization estimates
that among China’s 1.4 billion population, approximately 54 million
suffer from depression, and 41 million from anxiety disorders [26].
These data underscore the enormous scale of the mental health bur-
den, highlighting an urgent need for scalable, accessible emotional
assistance.

One promising intervention is Emotional Support Conversation
(ESC)—a dialogue-based approach aimed at providing empathy, val-
idation, and psychological comfort [1]. ESC has proven effective
in therapeutic contexts[15] such as counseling, peer support, and
online mental health platforms. ESC lies at the intersection of natu-
ral language processing (NLP) and affective computing, requiring
both linguistic competence and emotional intelligence. With the
emergence of large language models (LLMs), researchers have be-
gun applying LLMs to ESC tasks. For example, AugESC [36] uses
LLMs to augment ESC data, and ESC-Eval [32] benchmarks LLM-
generated responses via role-play evaluation. Other frameworks,
such as ExTES [24] and ESCoT [31], guide LLMs using situation-
aware strategies or pre-defined support intentions. Despite these
advances, current LLM-based ESC systems still face key challenges:
they often rely on shallow seeker representations and lack the abil-
ity to perform long-horizon emotional reasoning. These limitations
highlight the need for more adaptive and cognitively grounded
training paradigms.

In parallel, the capabilities of LLMs have been significantly en-
hanced by the integration of reinforcement learning (RL). OpenAI’s
o1 models introduced an “exploration–reflection–iteration” loop
to extend chain-of-thought(CoT) reasoning in complex tasks [12].
Models such as Marco-o1 [33] and QwQ [21] have further extended
this paradigm with structured CoT optimization. More recently,
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DeepSeek-R1 [2] departed from supervised fine-tuning entirely, in-
stead relying on thousands of steps of pure RL using Group Relative
Policy Optimization (GRPO) [16]. These models exhibit emergent
reasoning abilities, suggesting that RL can imbue LLMs with long-
term strategy learning and adaptive behavioral alignment. Moti-
vated by these findings, we explore how reinforcement learning can
be leveraged for ESC. We introduce MindChat-R0, a reinforcement
learning–enhanced large language model for Chinese emotional
support conversations, designed to generate responses through an
empathetic chain-of-thought (ECoT) framework.

Our ECoT (Empathetic Chain-of-Thought) is a cognitive frame-
work designed to overcome the limitations of shallow emotional
reasoning in existing ESC systems by guiding MindChat-R0 to
learn and generate responses through structured empathetic rea-
soning. Specifically, ECoT decomposes empathetic support into
three reasoning stages: situation (inferring the user’s emotional
state and context),motivation (understanding the user’s underlying
needs and intent), and strategy (formulating a tailored supportive
response). By explicitly modeling this three-step cognitive process,
ECoT enables MindChat-R0 to generate emotionally resonant and
psychologically grounded support, moving beyond surface-level
pattern imitation. This design is supported by both psychological
theory and recent advances in empathetic dialogue systems, which
highlight the value of structured reasoning in generating deeper
and more coherent support [8, 14, 27, 37].

Incorporating pure RL into the task of ESC presents two ma-
jor challenges. First, the model requires a high-quality dataset
grounded in authentic Chinese psychological help-seeking scenar-
ios, which are largely absent in existing corpora. Such data must
reflect the complexity, emotional nuance, and cultural specificity
of real user experiences in mental health contexts. Second, due to
the open-ended and emotionally sensitive nature of empathetic
dialogue, it remains non-trivial to design an effective and reliable
reward function that can accurately guide the learning process in
alignment with human-centric communication goals.

To address the first challenge—the lack of domain-specific and re-
alistic emotional support dialogue data—we construct a high-quality
Chinese dataset rooted in real-world psychological help-seeking
scenarios. Specifically, we curate approximately 4,500 posts from a
widely-used online mental health counseling platform. These posts
cover a wide range of emotionally charged situations, including
academic pressure, interpersonal tensions, romantic difficulties, and
clinical mental health concerns. Each entry contains rich psycho-
logical cues embedded in natural expressions, making them suitable
for modeling nuanced empathic responses. Further details on the
dataset construction are provided in Section 2.

The second challenge lies in designing an effective reward sig-
nal to supervise ECoT-style response generation during reinforce-
ment learning. In empathetic dialogue, there are no ground-truth
answers, and conventional NLP metrics (e.g., BLEU, ROUGE) fall
short of evaluating emotional appropriateness, depth, or support-
ive intent. To overcome this, we adopt the LLM-as-a-judge par-
adigm [35]. Prior work has explored the use of large language
models in various evaluator roles—such as graders [3, 23], asses-
sors [9, 30], critics [5, 13], verifiers [10, 18], and reward/ranking
models [11, 20, 29]—demonstrating its effectiveness across sum-
marization, reasoning, and dialogue generation tasks. Section 3

provides a comprehensive description of the reward modeling im-
plementation.

In summary, our contributions are as follows:
• We construct a new dataset of real-world mental health
queries by crawling and cleaning online support-seeking
posts.

• Wepropose ECoT, a tree-structured representation to capture
emotional coherence and supportive response structure.

• We develop and train MindChat-R0, an RL-based Chinese
empathic dialogue model guided by ECoT rewards.

2 Dataset
To facilitate the development of empathetic reasoning in Chinese
large language models, we construct a domain-specific dataset
grounded in real-worldmental health help-seeking scenarios.While
existing corpora such as PsyQA [19] provide initial efforts toward
modeling psychological dialogues, they are limited in both tem-
poral coverage and linguistic relevance to contemporary Chinese
users. In contrast, our objective is to build a high-quality, up-to-
date Chinese dataset that reflects current psychological concerns,
sociocultural contexts, and natural language expressions observed
in real-world help-seeking behavior.

Specifically, we collect approximately 4,500 help-seeking en-
tries from Xinli0011, one of China’s largest online mental health
counseling platforms. The data span a recent three-month period
(March–May 2025) to ensure temporal relevance. Each entry con-
sists of a self-initiated question or narrative describing the user’s
psychological distress, encompassing diverse themes such as aca-
demic pressure, emotional dysregulation, interpersonal relation-
ships, family conflict, romantic struggles, and mental health symp-
toms. These posts are characterized by rich emotional expressions
and implicitly embedded psychological cues, making them highly
suitable for downstream empathetic reasoning and dialogue model-
ing tasks.

We applied a standardized data cleaning pipeline to ensure lin-
guistic quality and task relevance. Non-user-generated content,
duplicates, and extremely short entries (fewer than 20 characters)
were removed. Noise such as emojis, URLs, platform artifacts, and
non-Chinese characters was filtered using rule-based heuristics. To
preserve linguistic coherence and psychological validity, only Man-
darin posts containing substantial emotional context were retained.
The resulting corpus comprises 4,500 high-quality, user-authored
help-seeking queries suitable for downstream empathetic reasoning
tasks.

To gain a comprehensive understanding of the distribution and
characteristics of the help-seeking data, we conducted a descriptive
analysis of the collected corpus. Table 1 presents the distribution
of primary psychological categories, along with the corresponding
case counts, relative proportions, and average description lengths.
The most represented categories include Behavior (13.48%), Inter-
personal (11.85%), Family (11.20%), and Emotion (11.15%), reflecting
the diversity and complexity of user concerns in real-world mental
health discourse. We further analyzed fine-grained subtopics in
the help-seeking posts. Commonly occurring themes include rela-
tionship, family, emotion, marriage, interpersonal conflict, personal
1https://www.xinli001.com/qa?source=pc-home
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growth, behavioral issues, and stress management. These topics
reflect a wide spectrum of psychological concerns, from emotional
regulation and romantic struggles to family dynamics and identity
challenges.

Table 1: Distribution of primary categories in the dataset.

Primary Category Count Percentage (%) Mean Length

Interpersonal 474 11.85 288.44
Other 167 4.18 268.31
Marriage 381 9.53 357.37
Family 448 11.20 384.48
Romantic Relationship 399 9.98 326.90
Emotion 446 11.15 280.74
Growth 448 11.20 271.60
Therapy 361 9.03 296.57
Career 330 8.25 286.52
Behavior 539 13.48 226.81

3 MindChat-R0
MindChat-R0 is initialized from the Qwen3-8B-Base [28] model, a
state-of-the-art open-source language model well-suited for Chi-
nese language understanding and generation. We train MindChat-
R0 purely through reinforcement learning to enhance its ability
to generate emotionally supportive responses guided by the Em-
pathetic Chain-of-Thought(ECoT) framework. In this section, we
present the ECoT framework, followed by the reinforcement learn-
ing setup and reward modeling strategy used to optimize MindChat-
R0 for emotional support dialogue.

3.1 ECoT Design
To enable emotionally supportive dialogue grounded in human-
centered reasoning, we introduce a structured cognitive framework,
ECoT, drawing inspiration from psychological theories of empathy
and support, as well as recent advances in emotion-aware reason-
ing. Prior studies have explored multi-stage emotional reasoning in
dialogue systems [14, 27, 37] and cognitive modeling for support
generation [8]. Building upon these insights, ECoT decomposes
empathetic response generation into three levels of reasoning: situ-
ation, motivation, and strategy. Each stage reflects a distinct layer
of emotional cognition, guiding the model to understand, inter-
pret, and respond with psychologically grounded support. Unlike
surface-level generation, ECoT encourages interpretable and adap-
tive reasoning, aiming to improve depth, relevance, and emotional
resonance in open-domain support conversations.

• Situation: The model first identifies and summarizes the
user’s current situation. Rather than extracting surface-level
cues, it interprets the user’s emotional and social context—such
as stressors, dilemmas, or internal conflicts—through a re-
flective lens. This mirrors how human therapists often begin
with empathetic attunement to the client’s narrative [14].

• Motivation: Based on the situation, the model then infers
possible underlying emotional needs or motivational states.
Inspired by cognitive theories of affect andmotivational mod-
els in psychotherapy, this step enables the agent to reason
about why the user may be feeling a certain way (e.g., desire
for control, fear of rejection, need for autonomy), instead of
relying solely on predefined emotion categories [37, 37].

Figure 1: An example of Empathetic Chain-of-Thought
(ECoT) reasoning with bilingual annotation, generated by
our MindChat-R0.

• Strategy: Finally, the model selects an appropriate support
strategy, such as emotional validation, perspective reframing,
or gentle encouragement. These strategies are aligned with
human support typologies discussed in both psychological
counseling and empathic LLM studies [27]. By explicitly
modeling this stage, the response moves beyond surface
empathy toward actionable support.

This structured decomposition enables the model to provide re-
sponses that are emotionally attuned and pragmatically supportive.
As illustrated in Figure 1, the user’s situation—a middle-aged widow
facing intergenerational conflict over romantic relationships—is
clearly identified. Her motivation is understood as the desire for
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Figure 2: An illustration of the Empathetic Chain-of-Thought (ECoT) reasoning pipeline implemented in our MindChat-R0
framework. Based on our curated bilingual annotated dataset, a basic LLM(Qwen3-8b-Base[28]) is optimized using Group
Relative Policy Optimization (GRPO). During training, the model generates𝐺 output candidates per query, which are scored by
both format and answer rewards. The group-relative advantage 𝐴𝑖 is then computed for each output based on its deviation from
the batch mean, as defined in Eq. (1), and used to guide policy updates. The system prompt encourages the model to reason
through the user’s situation, motivation, and strategy before generating an empathetic response in a structured format.

both emotional fulfillment and family harmony. Based on this un-
derstanding, the model suggests a gentle and participatory commu-
nication strategy to engage her daughter in decision-making. This
example showcases how the ECoT framework grounds emotional
understanding in real-world context and supports the generation
of actionable, empathetic suggestions.

3.2 Reinforcement Learning with ECoT
We build upon the Qwen3-8B-Base [28] model as our foundational
language model and apply reinforcement learning with Group Rel-
ative Policy Optimization (GRPO) [16] to enhance its capacity for
empathetic reasoning. As illustrated in Figure 2, our framework
generates multiple ECoT outputs per query and optimizes the model
based on their relative performance within the group. Each output is
evaluated using reward functions that reflect both response format
and content quality, and group-relative advantages are computed to
guide policy updates (see Eq. (1)). The training process encourages
the model to reason through the user’s situation, motivation, and
strategy before delivering the final empathetic response. Details of
the GRPOmethod and reward design are presented in Sections 3.2.1
and 3.2.2, respectively.

3.2.1 Group Relative Policy Optimization. To promote the gener-
ation of emotionally aligned reasoning chains, we employ Group
Relative Policy Optimization (GRPO). Unlike methods that evalu-
ate individual rewards independently, GRPO considers the relative
quality of sampled outputs within a batch.

At each training step, the current policy 𝜋old generates 𝐺 candi-
date ECoT responses {𝑜𝑖 }𝐺𝑖=1, each assigned a reward 𝑟𝑖 that reflects
both format correctness and answer quality (see details in Sec. 3.2.2).

The group-relative advantage 𝐴𝑖 is computed as:

𝐴𝑖 =
𝑟𝑖 − 𝜇{𝑟1,𝑟2,· · · ,𝑟𝐺 }
𝜎{𝑟1,𝑟2,· · · ,𝑟𝐺 }

(1)

where 𝜇{𝑟1,𝑟2,· · · ,𝑟𝐺 } and 𝜎{𝑟1,𝑟2,· · · ,𝑟𝐺 } denote the mean and stan-
dard deviation of rewards within the group. This normalization
emphasizes outputs that are not only high-quality in absolute terms
but also superior relative to other candidates in the same batch.

Outputs with above-average rewards receive higher advantage
values, encouraging the policy to optimize toward relatively better
responses. The policy is then updated by maximizing the following
objective:

JGRPO (𝜃 ) = E𝑞∼𝑃 (𝑄 ),{𝑜𝑖 }𝐺𝑖=1∼𝜋𝜃old (𝑂 |𝑞)

[
1
𝐺

𝐺∑︁
𝑖=1

(
min

(
𝑟𝑟𝑎𝑡𝑖𝑜𝑖 𝐴𝑖 , clip

(
𝑟𝑟𝑎𝑡𝑖𝑜𝑖 , 1 − 𝜖, 1 + 𝜖

)
𝐴𝑖

) )
− 𝛽DKL (𝜋𝜃 ∥ 𝜋ref)

]
(2)

Where 𝑟 ratio
𝑖

=
𝜋𝜃 (𝑜𝑖 |𝑞)
𝜋𝜃old (𝑜𝑖 |𝑞)

is the probability ratio between the
new and old policies, encouraging higher-quality outputs when
𝐴𝑖 is large. The clipping operator clip(𝑟 ratio

𝑖
, 1 − 𝜖, 1 + 𝜖) stabilizes

training by preventing excessively large policy updates. The KL
divergence term DKL (𝜋𝜃 ∥ 𝜋ref) constrains the new policy from
deviating too far from the reference policy. The coefficient 𝛽 is a
hyperparameter controlling the strength of the KL penalty.

3.2.2 Reward Design. To guide the learning of emotionally coher-
ent and well-structured outputs, we design a composite reward
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function consisting of two components: a format reward and an
answer reward. The total reward is computed as:

𝑟total = 𝑟format + 𝑟answer (3)

where both 𝑟format and 𝑟answer are normalized to the [0, 1] range.

Format Reward. To encourage outputs that strictly follow the
ECoT structure, we design a structured rule-based Format Reward
composed of three components: tag existence, tag count, and tag
order. The tag set is defined as:

𝑇 = {thinking, situation,
motivation, strategy, answer}

The final format reward is calculated as:

rformat =
rexist + rnum + rorder

3
(4)

where rformat ∈ [0, 1] indicates the normalized format quality. Each
component also takes values in [0, 1], thereby ensuring the overall
score remains within a bounded range.

(1) Tag Existence Reward. This component evaluates whether
each tag 𝑡 ∈ 𝑇 appears correctly in the form of both an opening
tag ⟨𝑡⟩ and a matching closing tag ⟨/𝑡⟩. This ensures the output
follows XML-like structural conventions.

𝑓𝑡 (𝑅) =
{
1, if ⟨𝑡⟩ · · · ⟨/𝑡⟩ exists
0, otherwise

(5)

rexist =
∑︁
𝑡 ∈𝑇

0.2 · 𝑓𝑡 (𝑅) (6)

This term rewards the model up to 1.0 if all five tags are properly
enclosed. For example, if only three tags are correctly enclosed,
rexist = 0.6.

(2) Tag Count Reward. To discourage repetition or omission,
we reward the number of unique tags from 𝑇 that occur exactly
once. Let 𝑛 denote this number:

rnum = 𝑛 · 0.2 (7)
This encourages the model to include all five tags without dupli-

cation. For instance, if four tags occur exactly once, the reward is
rnum = 0.8.

(3) Tag Order Reward. This component encourages correct
sequential ordering among key reasoning tags (e.g., thinking→
situation→ motivation→ answer ). Rewards are assigned based
on how many tag pairs appear in the correct order:

rorder =



1.0, if all three key tags are correctly ordered
0.7, if two tags are correctly ordered
0.4, if only one tag is ordered
0.1, if all tags exist but no order is correct
0, otherwise

(8)

This term prioritizes not just tag presence but logical structure.
For example, if thinking, situation, motivation, and answer
appear in sequence, the model gets the full score of 1.0.

Answer Reward. Evaluating the quality of empathetic responses
poses a significant challenge, as traditional NLP metrics such as
BLEU, ROUGE, or METEOR fail to capture the nuanced human-
centric goals of Empathetic Structured Communication (ESC). These
metrics focus on lexical overlap or surface similarity and cannot
adequately assess whether a response is emotionally supportive,
linguistically smooth, or empathetically attuned to the user’s feel-
ings.

To address this, we adopt an LLM-as-a-judge approach [35],
leveraging a closed-source large language model (Qwen-Plus API)
to assign quality scores to model-generated responses. Specifically,
following prior work that adopts Likert scale-based evaluation [4],
we treat this as a modeling reward problem and assess responses
along three key dimensions, each rated on a 5-point scale. The final
reward is computed as the average of the three dimension scores
and normalized to the [0, 1] range by dividing by 5:

𝑟answer =
1
3

3∑︁
𝑖=1

𝑠𝑖 ÷ 5 =
1
15

3∑︁
𝑖=1

𝑠𝑖 , (9)

where 𝑠𝑖 denotes the score for the 𝑖-th dimension.
• Fluency and Comfort: This dimension evaluates whether
the response uses natural, smooth, and human-like language.
Responses that are rigid, overly templated, or exhibit list-like
enumeration are penalized.

• Empathic Understanding: This measures how well the
response identifies and acknowledges the user’s emotional
state, reflecting emotional sensitivity and understanding. Re-
sponses that feel preachy, detached, or overly factual without
emotional resonance receive lower scores.

• Support and Encouragement: This assesses whether the
response conveys supportive intent and emotional reassur-
ance. Responses that express doubt, challenge the user’s
perspective, or include rhetorical questioning are penalized
for failing to foster a caring tone.

4 Experiment
4.1 Experimental Setup
We conduct all reinforcement learning experiments using the Verl
framework [17] on a single node with 4×NVIDIA A800 GPUs (80GB
each). Gradient checkpointing is enabled to reduce memory usage,
and mixed precision (FP16) training is used throughout. All experi-
ments are conducted using Python 3with PyTorch andHuggingFace
Transformers as underlying toolkits.

We adopt Qwen3-8B-Base [28] as the backbone language model.
To enable structured empathetic reasoning learning, we explicitly
disable its built-in thinking module during both training and roll-
out. The model is fine-tuned using full-parameter reinforcement
learning on 4,000 real-world help-seeking samples from our self-
constructed dataset (see Section 2). An additional 500 samples are
used for testing.

Training is conducted for 1000 steps using the GRPO algorithm
with a custom composite reward (see Section 3.2.2) that combines
structural format and content relevance scores. The learning rate
for the actor is set to 1e−6, with micro-batches of size 4 per GPU
and mini-batches of size 16. Each input prompt generates 𝐺 = 4
candidate responses for reward comparison. The maximum input
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prompt length is 1,024 tokens, and the maximum response length
is 1,500 tokens. Rollouts use a temperature of 1.0.

4.2 Evaluation and Results
LLM-as-a-Judge Evaluation. To evaluate the quality of generated

responses, we adopt the LLM-as-a-judge framework [35], using the
same dimensions as our reward function: Fluency and Comfort,
Empathic Understanding, and Support and Encouragement. We
report results from two closed-source LLM judges—Qwen-Plus and
GPT-4o—each scoring on a 5-point Likert scale with five samples
per response. Final scores are averaged.

As shown in Table 2, our modelMindChat consistently achieves
the highest scores across all dimensions under both judges, demon-
strating robust and generalizable performance. Despite differences
in absolute score levels, the relative ranking remains stable, with
MindChat outperforming both baselines—e.g., achieving an average
score of 3.863 under Qwen-Plus and 3.588 under GPT-4o.

Table 2: LLM-as-a-Judge evaluation scores (average ± vari-
ance) under Qwen-Plus and GPT-4o.

Judge Model Fluency Empathy Support Avg.

Qwen-Plus Qwen3-8B-nothink 1.935 ± 0.00025 3.366 ± 0.00027 3.199 ± 0.00057 2.834 ± 0.00026
Qwen-Plus Qwen3-8B-think 1.764 ± 0.00027 3.030 ± 0.00029 2.842 ± 0.00058 2.547 ± 0.00022
Qwen-Plus MindChat (Ours) 3.516 ± 0.00021 4.037 ± 0.00059 4.032 ± 0.00086 3.863 ± 0.00005

GPT-4o Qwen3-8B-nothink 2.433 ± 0.00017 2.537 ± 0.00003 2.426 ± 0.00020 2.465 ± 0.00005
GPT-4o Qwen3-8B-think 2.414 ± 0.00010 2.401 ± 0.00022 2.263 ± 0.000001 2.359 ± 0.000002
GPT-4o MindChat (Ours) 3.468 ± 0.00020 3.650 ± 0.00040 3.644 ± 0.00006 3.588 ± 0.00002

Human Preference Evaluation. To further assess response quality
from a human perspective, we conduct a human evaluation through
pairwise preference ranking. Unlike LLM-based evaluations that
follow explicit dimensions such as fluency or empathy, human judg-
ments are often more intuitive and holistic. Users tend to evaluate
responses based on overall impression rather than scoring along
predefined criteria.

We randomly sample 50 user queries from the test set and col-
lect corresponding responses from the three models: Qwen3-8B-
nothink, Qwen3-8B-think, and MindChat. Each question-response
group is evaluated by 10 human annotators, who are asked to rank
the three responses in order of overall preference. Annotators are
blind to model identity and encouraged to rely on their instinctive
judgment.

As shown in Table 3, our model MindChat achieves a win rate
of 71.14%, far surpassing the baselines, and is ranked within the
top two positions in 80.60% of cases. It also obtains the lowest
mean rank (1.38), indicating both strong first-place preference and
consistent ranking across positions. These results further support
the effectiveness of our alignment approach in producing responses
that are more favored by human users.

Table 3: Human preference evaluation results across 50 ques-
tions with 10 annotators.

Model Win Rate (%) Top-2 Rate (%) Mean Rank

Qwen3-8B-nothink 8.57 55.71 2.36
Qwen3-8B-think 20.29 53.72 2.26
MindChat (Ours) 71.14 80.60 1.38

5 Discussion and Conclusion
5.1 Limitations and Future Work
While MindChat-R0 demonstrates strong performance in generat-
ing emotionally supportive responses, it remains in an early stage
of development. We name this version R0 to reflect its exploratory
nature and limited training data of 4,500 samples. This limits the
model’s ability to generalize to more diverse real-world scenarios.
A larger and more diverse dataset is needed to ensure robustness
across varied user profiles and emotional scenarios.

Second, the reinforcement learning stage involves a limited num-
ber of training steps. The current improvements are visible but
potentially shallow; further scaling of RL training is necessary to
test the boundaries of reward-driven empathetic reasoning.

Third, the current reward modeling framework relies solely on
anOutcome RewardModel (ORM), which evaluates only the final re-
sponses. This outcome-level supervision may overlook deficiencies
in intermediate reasoning steps, such as emotional inference and
supportive intent. Incorporating Process Reward Models (PRMs) [6]
could provide more fine-grained feedback aligned with the multi-
step reasoning process required by ECoT.

Fourth, our system is built exclusively on Chinese-language dia-
logues. This limits the applicability of MindChat-R0 in multilingual
or cross-cultural settings, where expressions of emotion and sup-
port may vary significantly. In future work, integrating multilingual
capabilities and cultural adaptation mechanisms will be essential
for building more universally empathetic dialogue system.

Finally, the current evaluation setup still lacks human-in-the-
loop validation. While both human preference and LLM-judge
metrics indicate superior performance, real-time feedback from
end users in mental health support contexts would provide more
grounded and actionable insights.

5.2 LLM-as-a-judge
We adopt the LLM-as-a-judge paradigm for automatic evaluation.
It provides stable and consistent scores, as reflected by the low vari-
ance in Table 2. This enables scalable and reproducible assessments
of empathetic dialogue systems [7, 34]. It also reduces annotation
costs and avoids inter-rater inconsistencies common in subjective
tasks. However, this approach also has limitations. Evaluating men-
tal health support is inherently subjective and culturally sensitive.
Relying on a single LLM may overlook diverse interpretations of
empathy. Future work could explore multi-persona judge ensem-
bles [38], enabling richer and more inclusive evaluations tailored
to different emotional and cultural contexts. In addition, combining
outcome-level ratings with process-level feedback (e.g., on emo-
tional reasoning steps) may further improve alignment with the
goals of empathetic chain-of-thought modeling.

5.3 Conclusion
In summary, this work presents MindChat-R0, a system that lever-
ages Empathetic Chain-of-Thought (ECoT) to enhance emotional
support conversations. While still preliminary, it lays the founda-
tion for future advances in affective reasoning and socially aware
dialogue systems.
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