Predicting ADHD Symptoms Using Smartphone Sensing Data
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Adult attention-deficit hyperactivity disorder (ADHD) is an impairing disorder that affects multiple domains of functioning and manifests itself in the daily lives of adults with the disorder in far-reaching ways. ADHD affects a substantial minority of college-age students. Current diagnostic methods rely on self-report, which may introduce recall and other biases, and collateral reports may suffer from their own sources of bias. In addition, tracking treatment related change across time can be difficult. Smartphones are ubiquitous for many populations and can function as human sensors that generate a wealth of behavioral data; for example, GPS, SMS/call, and app usage data. In a pilot study, we explore the feasibility of using smartphone sensing data collected passively from an android app to predict ADHD symptoms. Our results indicate that specific ADHD inattention, sluggish cognitive tempo and hyperactivity symptoms could be predicted fairly accurately using the smartphone data collected from college students in a pilot study, with $F_1$ score as high as 0.75.
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1 INTRODUCTION

ADHD affects a substantial minority of college students, leads to significant impairment in major functional domains and is associated with psychiatric comorbidity [3, 12]. In the DSM diagnostic system ADHD symptoms are categorized into two dimensions—inattention and hyperactivity-impulsivity—that define three sub types of ADHD [1]. In addition, symptoms of cognitive disengagement currently described as sluggish cognitive tempo (SCT) [4] form a distinct but related set of symptoms. Researchers have found that college students with ADHD have difficulty prioritizing and completing tasks and following plans through [13]. Recent studies have used smartphone data for mental health prediction—for example, depression [5, 8, 9, 11, 16, 18–20]. Smartphones are ubiquitous in nature and are embedded with rich set of sensors like GPS, WiFi, Activity, SMS, Call etc. Thus, they act as “human sensors” that can be used to construct behavioral data. Text messaging is the most common communication platform among college students and studies have associated social interaction with personality factors [6, 10, 14]. In this paper, we have used SMS data to predict ADHD symptoms in a small pilot sample. This approach is based on continuous behavioral data collected automatically from participants’ phones. We have used machine learning to predict if a symptom is present or not.
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Such objective data may be helpful for clinicians to make treatment decisions. This research may lead to new sources of data that can counter the known shortcomings of adult ADHD assessment based only on self-report [17]. To the best of our knowledge, this is the first study that uses smartphone data for ADHD symptom prediction.

2 APPROACH

As illustrated in Figure 1, our approach contains two stages: data collection and learning model, and using the models for prediction. In the first stage, we recruit participants and passively collect smartphone sensing data through an app installed on their phones along with regular self-reports. All the collected data is stored at a secure server maintained by the Information Services at the University of Richmond. We calculate an array of features using smartphone data and then use them to train a family of machine learning models for ADHD symptom prediction (if a symptom is present or not). In the second stage, the models from the first stage will be used on unknown data to predict if an ADHD symptom is present or not.

3 DATA COLLECTION AND ANALYSIS

We recruited participants with and without prior ADHD diagnosis and who used an Android phone from the University of Richmond (UR) and Virginia Commonwealth University (VCU) for an Institutional Review Board approved
Table 1. ADHD Symptoms Prediction Results.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADHDSx_1</td>
<td>0.57</td>
<td>0.50</td>
<td>0.66</td>
<td>0.75</td>
</tr>
<tr>
<td>ADHDSx_7</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>ADHDSx_13</td>
<td>0.67</td>
<td>0.67</td>
<td>0.66</td>
<td>0.88</td>
</tr>
<tr>
<td>ADHDSx_26</td>
<td>0.67</td>
<td>0.75</td>
<td>0.60</td>
<td>0.83</td>
</tr>
</tbody>
</table>

pilot study between April 2022 to June 2022. Participants (n = 5) completed informed consent and provided two types of data- self-reports (baseline and weekly surveys for 10 weeks) and smartphone sensing data. From the screening, 2 out of 5 participants were diagnosed with ADHD. We assigned random userids to participants to anonymize their data.

3.1 Data Preprocessing and Feature Extraction

We preprocessed data collected in weekly survey intervals. We mapped the SMS data collected in these intervals with their corresponding ADHD symptom scores. The scores for each questions range between 1 (no symptom) to 4 (with symptom in increasing level of symptom severity between 2 and 4). In order to classify whether a symptom is present or not, we have mapped these score values to labels 0 (no symptom) and 1 (with symptom). In order to handle missing data, we omitted a few weekly intervals. In this analysis, we have used a threshold value of 4 (decided empirically), i.e. we have only considered the survey intervals with at least 4 days of SMS data. Figure 2 illustrates the distribution of samples (number of self-report intervals) for symptoms with significant $F_1$ scores. ADHD inattention, sluggish cognitive tempo and ADHD hyperactivity symptoms [2] are indicated in red, green and blue print respectively. We present results from these four symptoms:

- ADHDSx_1: Fail to give close attention to details or make careless mistakes in my work or other activities.
- ADHDSx_7: Lose things necessary for tasks or activities.
- ADHDSx_13: Have difficulty engaging in leisure activities quietly (feel uncomfortable, or am loud or noisy).
- ADHDSx_26: Slow moving.

In this work, we extracted the following features using SMS data- # of incoming/outgoing messages, # of words and characters in incoming/outgoing messages, and # of unique contacts corresponding to incoming/outgoing messages. The app recorded only statistical information like # of incoming/outgoing SMS, word and character count etc. No content was recorded by the app as a part of this study.

3.2 Classification Methodology and Results

We used Support Vector Machine (SVM) with RBF kernel [7, 15] to classify if an ADHD symptom is present or not (using the labels described above). We have used Scikit-learn [15] module for our analysis. Table 1 presents the classification results. We observe that specific symptoms across various dimensions (inattention, hyperactivity and sluggish cognitive) are predicted fairly accurately. It also gives us an insight on how SMS data correlates well with an individual’s day to day activities like spending time in leisure, movement and engagement in activities.

4 CONCLUSION AND FUTURE WORK

In this paper, we have explored the feasibility of using smartphone sensing data for ADHD symptoms prediction using machine learning. Our results indicate that specific symptoms from different categories can be predicted fairly accurately using SMS data collected on phones. However, we caution readers against generalizing our specific findings
to other samples, given the small pilot size analyzed thus far. Our investigation provides a promising direction for future work. We will continue this work with a larger dataset (collected across both android and iOS platforms) in our upcoming research study. Furthermore, we want to include other types of sensing data like activity, location and app usage. We also plan to do a comparative analysis with different machine learning algorithms to compare the prediction results and observations.
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