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ABSTRACT
Depression is a common and debilitating mental illness. Given
the shortage of mental health professionals, there are delays in
depression detection. Interviews conducted by virtual agents could
expedite depression screenings. While the interview audio and
transcript have received more attention, facial features offer an
attractive privacy-preserving screening modality. Thus, we conduct
a comprehensive comparative evaluation of the effectiveness of
temporal facial features to screen for depression. We extract time
series of eye gaze, landmark, and action unit features from video
responses to 15 clinical interview questions. We input them into
CNN, LSTM, and recurrent convolutional neural network (RCNN)
models. An extra attention layer proved critical for CNN and LSTM
performance. For a general wellbeing question, eye gaze features
screened for depression with an F1 of 0.81. Our study informs
the use of temporal facial features in future digital mental illness
screening technologies.
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1 INTRODUCTION
Depression is a common mental illness. The third leading cause of
global disability [33], it has devastating social economic impacts.
The increased rate of depression during the COVID-19 pandemic
[5] exacerbated the shortage of mental health professionals [19, 34].
While there are screening surveys [12], diagnoses still require that
mental health professionals conduct lengthy clinical interviews
with patients. Given the shortage of such professionals, these inter-
views can be cost prohibitive and have long wait times. Unfortu-
nately, delays in care can result in detrimental impacts on patient
health and wellbeing [21].

Facial features from interviews can be useful in diagnostic ap-
plications, such as detecting autism with eye gaze [4]. Researchers
have also used eye gaze activities and head pose to identify depres-
sion and suicidal ideation [1, 2, 16]. Eye gaze, landmark, and action
unit facial features are also part of the popular Distress Analysis
Interview Corpus - Wizard-of-Oz (DAIC-WOZ) dataset [10] which
contains video recordings of clinical interviews conducted by a vir-
tual agent [6]. To probe the ability to expedite depression detection,
these clinical interviews were featured in the 2016 Audio/Visual
Emotion Challenge and Workshop (AVEC) [30]. The majority of
the research on this dataset only uses the interview audio and
transcripts in machine learning models that screen for depression
[8, 9, 17, 22, 24, 27–29]. However, some research also leverages the
DAIC-WOZ facial features in multimodal models [20, 32, 38].
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Figure 1: Depression screening conducted by a virtual agent
asking a patient relevant questions. The captured temporal
facial features (eye gaze, landmark, and action unit) are used
to train a set of sequential deep learning model.
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The prior studies [1, 2, 16, 20, 32, 38] that have used facial features
require additional data transformations and leverage traditional
machine learning models, such as support vector classifiers and
decision trees. While the temporal aspect of eye gaze features have
been used in the detection of autism with traditional machine learn-
ing models [4], the temporal aspect of facial features has not been
explored for depression screening. Further, in the aforementioned
related works, deep learning has not been applied to model the
facial features.

To remedy this gap in the related literature, we conduct a com-
prehensive evaluation of the ability of the temporal facial features
to screen for depression, like in Fig. 1. We elect to use deep learning
models so that no information about the temporal facial features is
lost from data transformations; prior research [1, 2, 4, 16, 20, 32, 38]
leveraged feature engineering to transform the data for use in their
machine learning models. As deep learning models can struggle
to capture the relevant information in long sequences, we address
this challenge by assessing the usefulness of adding a self attention
layer [15] to our models.

Our novel modeling approach specifically involves constructing
multivariate time series of eye gaze, landmark, and action unit fea-
tures. For this research, we use the facial features extracted from the
video recordings of responses to 15 clinical interview questions in
the DAIC-WOZ dataset. We then use the constructed multivariate
time series in deep learning models with and without an archi-
tectural attention layer. The models include convolutional neural
network (CNN) which are known for their ability to classify faces
as well as long short-term memory (LSTM) which are known for
their ability to classify sequences. As the temporal facial features
would benefit from both abilities, we also experiment with recur-
rent convolutional neural network (RCNN) models. Therefore, we
compare the depression screening ability of:

(1) Fifteen different clinical interview questions,
(2) Three different types of temporal facial features,
(3) Three architectures of deep learning models, and
(4) Models with and without an extra layer of attention.

2 DATA AND METHODOLOGY
2.1 Datasets of Video Recordings
The Distress Analysis Interview Corpus - Wizard of Oz (DAIC-
WOZ) corpus of clinical interviews was collected by a virtual agent
so the data could be used to identify verbal and nonverbal indicators
of depression [6, 10]. The corpus thus contains audio, transcripts,
facial features, and depression screening score labels from 189 par-
ticipants. The interviews ranged between 7 to 33 minutes (with an
average of 16 minutes). Facial features – landmarks, eye gaze, and
facial action units – were extracted using OpenFace software [3]
from each frame of the video recordings. The depression screening
scores were obtained by administering the first eight questions of
the Patient Health Questionnaire (PHQ-8) [12]. The sum of the ques-
tions, which range from 0 to 24 are used to screen for depression
with the common threshold of 10 [12].

Each interview contains a subset of topical core questions with
follow-up questions. We treat the responses to each core question
as a separate dataset, as described in Toto et al. [28]. Thus, we
parse the clinical interviews by topical core questions such that

Time steps

D1 (advice, yourself)

D2 (anything, regret)

D3 (argued, someone)

D4 (controlling, temper)

D5 (diagnosed, depression)

D6 (diagnosed, ptsd)

D7 (doing, today)

D8 (dream, job)

D9 (easy, sleep)

D10 (feeling, describe)

D11 (friend, describe)

D12 (last, happy)

D13 (proud, life)

D14 (study, school)

D15 (travel, lot)

Figure 2: Distribution of the number of time steps in the video
recordings for each dataset. The topic of each core question
is represented with two keywords.
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Figure 3: Temporal facial features diagram. For each combina-
tion of participant and time step, we extract facial landmark,
eye gaze, and action unit features.

each dataset contains all participant responses until the next core
question. There are 15 core questions to which at least 92 of the
participants responded [9]. In this research, we use the facial fea-
tures from the responses to these 15 core questions, further referred
to as datasets D1 to D15. Between 21.3% (D5) and 30.5% (D8, D14)
of participants screened positive for depression. As core question
wording varied, we represent the topic of the core questions in Fig.
2. The amount of time steps in the videos vary by dataset, which is
also displayed in Fig. 2.

2.2 Methodology for Temporal Facial Features
A main contribution of this work is our approach to using the
temporal facial features. Provided by the OpenFace software [3],
the facial features types encompass landmark, eye gaze, and action
unit. Extracted from each video frame as depicted in Figure 3, these
features represent a multivariate time series. There are 136, 12, and
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14 dimensions respectively for the landmark, eye gaze, and action
unit feature types.

Once we extract the facial features for each participant, then we
create a separate data set for each of the 15 core question listed
in Fig. 2, to do so, we use time steps from audio recording where
we can get the initial and final time steps by each core question.
Finally, we extract the facial features from these specific period of
time, and order by question and participant. We use up to 1000 time
steps as classifier input.

2.3 Deep Learning Classifiers
In deep learning, it is standard to classify images using CNNs [14,
18]. In particular, this architecture is useful for modeling facial
landmark features [35]. As the data is temporal, it is also appropriate
for recurrent networks such as LSTMs [11]. These two architectural
approaches have been combined to form RCNNs [13], designed
to improve classification ability by overcoming limitations of the
individual architectures.

Attention is known to improve the performance of neural net-
works [15], including for other modalities in the domain of depres-
sion screening [8, 9, 24–26, 28]. As such, we assess the impact of
adding a layer of attention to the CNN, LSTM, and RCNN models.
For the RCNN model, the attention layer is added to the LSTM
prior to the convolutional component. We anticipate that the self-
attention layer will capture the relevant relationships in the longer
sequences of temporal facial features and therefore improve depres-
sion screening results.

For the implementation of the LSTM, RNN, and RCNN models
we use the following standard hyperparameters for time series
classification: learning rate equal to 0.001, a hidden dimension
size of 32, dropout of 0.2, and Adam optimizer. Since each batch
represent the facial features of a patient at one specific time, we set
batch size equal to 1.

2.4 Classification Evaluation
To evaluate the classifiers, we form a stratified test set with 20%
of participants for each dataset. We then upsample the training
set to balance the class labels. Recall, between 21.3% and 30.5% of
the participants in each dataset screened positive for depression so
the test sets remain unbalanced. Unlike accuracy, the F1 score is
suitable for assessment with unbalanced test sets. Thus, we use the
F1 score to evaluate our classifiers, which is defined as

𝐹1 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
(1)

which is calculated using the number of true positive predictions
𝑇𝑃 , false positive predictions𝑇𝑁 , and false negative predictions 𝐹𝑁 .
F1 score is the harmonic mean of precision and recall. We repeat
each model 10 times for robustness, reporting on the average and
standard deviation of the best 5 models.

2.5 Computational Resources and Updates
These models were run on an internal computing cluster at Worces-
ter Polytechnic Institute (WPI) with CPU resources. We will post
research updates on our project website: emutivo.wpi.edu.

3 EXPERIMENTAL EVALUATION
3.1 Aggregated Results Across All Datasets
The results aggregated over all 15 datasets are displayed in Fig. 4.
The highest average F1 score of 0.69 is achieved by CNN Attention
using eye gaze features. However, the LSTM Attention model per-
formed almost as well on this facial feature type, making both viable
modeling choices when screen for depression with time series of
eye gaze features.

Impact of feature type. While the eye gaze features proved
most predictive of depression, the other features performed almost
as well. Either CNN Attention or LSTM Attention were good model
choices for eye gaze and action unit features. While we expected
CNNmodels to perform best on landmark features, LSTMAttention
surprisingly performed slightly better than any of the other models.
Without an attention layer, LSTM performed the worst for both the
eye gaze and landmark feature types. The overall worst performing
model is CNN without attention on action unit features. CNN may
have performed better if we used raw images instead of extracted
facial features.

Impact of attention. For all three types of features, the best
models were thosewith attention layers. Attention proved useful for
obtaining good depression screening results. Attention had the least
effect on the RCNNmodels. For the eye gaze and landmark features,
attention had the most impact on the LSTM models. Further, for all
feature types, attention also notably reduced the standard deviation
of the LSTM models. Attention had the largest impact on the CNN
models for action unit features; CNN is the worst performing model
while CNN Attention is the best model. Interestingly, attention had
no impact on the CNN models for landmark features. Though,
attention is overall helpful for the CNN and LSTM models. Notably,
attention layer helps to reduce the standard deviation of almost
all models, this is because of attention property, which allows to
focus on the relevant sequences or spacial features for depression
screening, rather than considering the whole information.

Impact of model type. As noted, either CNN Attention and
LSTM Attention were the best models for each of the feature types.

Figure 4: Aggregated results by type of facial features, aver-
aging the 15 datasets.
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Table 1: Eye Gaze: Average ± standard deviation of the 𝐹1 scores.

CNN LSTM RCNN
Dataset Base Attention Base Attention Base Attention
D1 0.66 ± 0.01 0.78 ± 0.04 0.71 ± 0.00 0.72 ± 0.02 0.73 ± 0.01 0.77 ± 0.00
D2 0.63 ± 0.03 0.70 ± 0.01 0.64 ± 0.00 0.71 ± 0.03 0.69 ± 0.02 0.70 ± 0.01
D3 0.68 ± 0.04 0.71 ± 0.07 0.67 ± 0.00 0.71 ± 0.04 0.67 ± 0.00 0.68 ± 0.02
D4 0.66 ± 0.03 0.76 ± 0.03 0.70 ± 0.01 0.76 ± 0.02 0.78 ± 0.02 0.79 ± 0.03
D5 0.61 ± 0.03 0.49 ± 0.04 0.00 ± 0.00 0.48 ± 0.04 0.42 ± 0.15 0.54 ± 0.07
D6 0.58 ± 0.02 0.63 ± 0.03 0.61 ± 0.00 0.60 ± 0.02 0.61 ± 0.00 0.61 ± 0.00
D7 0.73 ± 0.02 0.81 ± 0.04 0.69 ± 0.00 0.74 ± 0.07 0.71 ± 0.02 0.70 ± 0.01
D8 0.60 ± 0.01 0.72 ± 0.02 0.58 ± 0.00 0.71 ± 0.03 0.58 ± 0.00 0.72 ± 0.02
D9 0.58 ± 0.01 0.56 ± 0.09 0.38 ± 0.00 0.61 ± 0.10 0.38 ± 0.00 0.38 ± 0.01
D10 0.61 ± 0.03 0.68 ± 0.02 0.70 ± 0.00 0.70 ± 0.01 0.72 ± 0.00 0.70 ± 0.01
D11 0.54 ± 0.06 0.62 ± 0.02 0.56 ± 0.02 0.65 ± 0.02 0.60 ± 0.06 0.58 ± 0.04
D12 0.39 ± 0.09 0.69 ± 0.02 0.51 ± 0.05 0.68 ± 0.04 0.67 ± 0.02 0.71 ± 0.02
D13 0.68 ± 0.02 0.77 ± 0.02 0.50 ± 0.43 0.76 ± 0.02 0.76 ± 0.06 0.70 ± 0.06
D14 0.69 ± 0.08 0.75 ± 0.03 0.58 ± 0.00 0.75 ± 0.04 0.66 ± 0.03 0.72 ± 0.02
D15 0.52 ± 0.02 0.66 ± 0.01 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00

However, without attention, RCNN is the best performing model
for eye gaze and action unit feature types. RCNN is less reliant on
feature type than CNN or LSTM models. This suggests that either
the addition of an attention layer or a more advanced model is
required to obtain better and more robust screening results.

3.2 Individual Dataset Results
For each of the 15 individual datasets, the results for the eye gaze,
landmark, and action unit features are in Tables 1, 2, 3, respectively.
The highest average F1 score 0.81 is achieved with a CNN Attention
model on eye gaze features for D7. Likewise, a CNNAttentionmodel
on action unit features for D6 achieved an average F1 score of 0.80.
We thus surmise that different temporal facial feature types are
more effective at depression screening for different datasets.

Eye gaze. The best datasets for eye gaze features are D7 (doing,
today) with CNNAttention, D4 (controlling, temper) with RCNNAt-
tention, D1 (advice, yourself) with CNN Attention, and D13 (proud,
life) with CNN Attention. All of these models achieved an average
F1 score of at least 0.77. For the eye gaze features, CNN Attention
was the best model for six datasets while LSTM Attention was the
best model for five of the datasets. With the exception of D5 (diag-
nosed, PTSD) and D9 (easy, sleep), CNN Attention achieved a score
of at least 0.62 and LSTM attention achieved a score of at least 0.64.

Landmark. LSTM Attention achieved the highest average F1
score for every dataset with landmark features. The best dataset is
D13 (proud, life) with an average F1 score of 0.75. Multiple models
with eye gaze features achieved slightly higher average F1 scores for
D13. In fact, landmark features did not achieve the highest average
F1 score for any dataset.

Action unit. The best datasets for action unit features are D6
(diagnosed, PTSD) with CNN Attention and D8 (dream, job) with
RCNN, and D13 (proud, life) with RCNN Attention. These models
achieved average F1 scores between 0.77 and 0.80. Three more
questions achieved average F1 scores of 0.75: D2 with RCNN, D4
with CNN, and D10 with LSTM. As four of the six best models
did not involve attention, this layer seems less useful for action

unit features. CNN Attention and LSTM both achieved the highest
scores for four datasets.

4 DISCUSSION AND FUTUREWORK
Ethics. The OpenFace software [3] extracts temporal facial features
from a video stream or recording; either way, the video does not
need to be retained. Thus, these temporal facial features have the
benefit over the other interview modalities because they preserve
patient privacy while retaining all positional details of the face. The
action unit features can even capture emotion [37]. In summary,
no identifiable information need be stored to screen with temporal
facial features.

Limitations. While we included the maximum number of par-
ticipants in each dataset, the participants in each dataset did differ
as a result. Further, the number of participants by dataset unfortu-
nately remained a limitation. Answered by 105 participants, D1 was
the most populous dataset and among the most predictive for eye
gaze. This indicates that more participants may improve depression
screening results. Like many diagnostic datasets [7], the datasets
suffered from class imbalance. The highest average F1 score for D5,
the least balanced dataset, was 0.61. This was lower than the highest
F1 score for any of the other datasets, suggesting class imbalance
may negatively impact results.

Challenges. We acknowledge there are more advanced sequen-
tial deep learning models. For example, Wen et al. [31] summa-
rizes the application of transformer in time series, in particular
pre-trained transformer for multivariate time series classification
[36, 39, 40]. However, we argue that pre-trained transformer mod-
els have high computational cost, requiring expensive GPUs for
training huge models. This computational cost discourages the
implementation of such models within depression screening ap-
plications. Furthermore, transformer-based models have problems
dealing with long sequences, which is why some researchers still
leverage traditional sequential models like LSTM for long time se-
ries modeling [23]. Thus, for our comparative study, we elected to
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Table 2: Landmark: Average ± standard deviation of the 𝐹1 scores.

CNN LSTM RCNN
Dataset Base Attention Base Attention Base Attention
D1 0.69 ± 0.00 0.69 ± 0.00 0.71 ± 0.00 0.72 ± 0.02 0.69 ± 0.00 0.71 ± 0.00
D2 0.69 ± 0.00 0.69 ± 0.00 0.64 ± 0.00 0.69 ± 0.00 0.66 ± 0.03 0.69 ± 0.01
D3 0.67 ± 0.00 0.67 ± 0.00 0.67 ± 0.00 0.67 ± 0.00 0.67 ± 0.00 0.67 ± 0.00
D4 0.69 ± 0.00 0.69 ± 0.00 0.68 ± 0.01 0.72 ± 0.02 0.69 ± 0.00 0.69 ± 0.00
D5 0.50 ± 0.00 0.50 ± 0.00 0.00 ± 0.00 0.53 ± 0.00 0.50 ± 0.00 0.53 ± 0.00
D6 0.61 ± 0.00 0.61 ± 0.00 0.00 ± 0.00 0.61 ± 0.00 0.61 ± 0.00 0.61 ± 0.00
D7 0.67 ± 0.00 0.67 ± 0.00 0.69 ± 0.00 0.71 ± 0.02 0.67 ± 0.00 0.69 ± 0.00
D8 0.69 ± 0.00 0.69 ± 0.00 0.58 ± 0.00 0.69 ± 0.00 0.65 ± 0.06 0.62 ± 0.06
D9 0.64 ± 0.00 0.64 ± 0.00 0.38 ± 0.00 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00
D10 0.67 ± 0.00 0.67 ± 0.00 0.70 ± 0.00 0.70 ± 0.00 0.67 ± 0.00 0.70 ± 0.00
D11 0.59 ± 0.02 0.58 ± 0.00 0.56 ± 0.02 0.62 ± 0.04 0.29 ± 0.29 0.58 ± 0.00
D12 0.66 ± 0.03 0.64 ± 0.00 0.64 ± 0.00 0.67 ± 0.02 0.64 ± 0.00 0.64 ± 0.00
D13 0.64 ± 0.00 0.64 ± 0.00 0.75 ± 0.00 0.75 ± 0.00 0.64 ± 0.00 0.75 ± 0.00
D14 0.69 ± 0.00 0.69 ± 0.00 0.69 ± 0.00 0.71 ± 0.03 0.69 ± 0.00 0.69 ± 0.00
D15 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00 0.64 ± 0.00

Table 3: Action Unit: Average ± standard deviation of the 𝐹1 scores.

CNN LSTM RCNN
Dataset Base Attention Base Attention Base Attention
D1 0.31 ± 0.00 0.65 ± 0.01 0.70 ± 0.01 0.68 ± 0.01 0.70 ± 0.06 0.67 ± 0.02
D2 0.51 ± 0.04 0.70 ± 0.01 0.74 ± 0.00 0.69 ± 0.00 0.75 ± 0.08 0.72 ± 0.02
D3 0.14 ± 0.13 0.63 ± 0.04 0.67 ± 0.00 0.67 ± 0.00 0.72 ± 0.02 0.69 ± 0.02
D4 0.75 ± 0.02 0.72 ± 0.02 0.69 ± 0.00 0.72 ± 0.01 0.74 ± 0.00 0.70 ± 0.01
D5 0.38 ± 0.02 0.54 ± 0.02 0.00 ± 0.00 0.53 ± 0.00 0.27 ± 0.02 0.26 ± 0.02
D6 0.63 ± 0.03 0.80 ± 0.02 0.61 ± 0.00 0.67 ± 0.04 0.68 ± 0.02 0.64 ± 0.03
D7 0.64 ± 0.02 0.73 ± 0.04 0.68 ± 0.01 0.69 ± 0.02 0.63 ± 0.06 0.64 ± 0.03
D8 0.51 ± 0.06 0.66 ± 0.04 0.64 ± 0.00 0.72 ± 0.02 0.77 ± 0.07 0.74 ± 0.05
D9 0.33 ± 0.02 0.62 ± 0.03 0.43 ± 0.03 0.66 ± 0.03 0.52 ± 0.02 0.63 ± 0.03
D10 0.35 ± 0.00 0.67 ± 0.04 0.75 ± 0.02 0.68 ± 0.05 0.67 ± 0.01 0.64 ± 0.02
D11 0.40 ± 0.00 0.63 ± 0.03 0.55 ± 0.00 0.60 ± 0.01 0.53 ± 0.05 0.58 ± 0.00
D12 0.56 ± 0.10 0.70 ± 0.03 0.62 ± 0.05 0.72 ± 0.01 0.69 ± 0.05 0.67 ± 0.04
D13 0.49 ± 0.11 0.71 ± 0.04 0.75 ± 0.00 0.72 ± 0.03 0.76 ± 0.06 0.77 ± 0.05
D14 0.35 ± 0.07 0.58 ± 0.05 0.69 ± 0.00 0.55 ± 0.07 0.59 ± 0.06 0.55 ± 0.10
D15 0.48 ± 0.04 0.64 ± 0.03 0.64 ± 0.00 0.64 ± 0.03 0.48 ± 0.02 0.63 ± 0.03

use these traditional sequential models since our data consisted of
temporal facial features extracted from long video recordings.

Future work. Our findings inform future research in regards to
the combination of modeling strategy, temporal facial feature type,
and question. This can be used in the development of unimodal
or multimodal screening models. For example, future work could
combine the time series of temporal facial features with features
extracted from the corresponding audio and transcripts. Further, a
larger dataset could be collected to determine the generalizability
of our results as well as whether more participants improves ability
of the deep learning models to screen for depression with temporal
facial features. Given the ubiquity of cameras, these future datasets
could be collected in a variety of settings.

5 CONCLUSION
Our research provides the first comprehensive assessment of the
usefulness of temporal facial features to screen for depression. We
experiment with 3 different facial feature types, 6 deep learning
architectures, and 15 datasets. Overall, attention proved helpful in
improving depression screening capabilities of the CNN and LSTM
models, which yielded the highest average F1 scores aggregated
across all datasets. For each of the individual datasets, either eye
gaze or action unit features produced the highest F1 scores. In sum-
mary, our results promise to help future research wisely leverage
temporal facial features to screen for mental illnesses.
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