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ABSTRACT
Wearable devices enable the continuous and unobtrusive monitor-
ing of physiological data, e.g., electrodermal activity (EDA), and
they allow to build machine learning models to recognize human
emotions, stress, and more. However, the quality of the collected
data can significantly impact the performance of suchmodels.When
wrist-worn sensors are used, this may happen due to differences
in the signal collected on the left and right wrist. In this work,
we quantify the impact of physiological signal lateralization in a
laughter recognition task. Building upon an existing dataset from
34 users, we devise a laughter recognition classifier and compare
the performance of models trained and tested with data from differ-
ent wrists. Our results show that, when using EDA, classification
performance might depend on the side used for training and testing.
Our quantification of lateralization on model performance provides
insights for the design of EDA-based models as well as of data
collection studies.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting design and evaluation methods; • Mathematics of
computing→ Exploratory data analysis; • Computing method-
ologies → Cross-validation.
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1 INTRODUCTION
Recent advances in wearable technologies, in terms of data ac-
quisition capabilities, number of sensors, long-lasting battery life,
and comfort level, have allowed a continuous and unobtrusive
monitoring of physiological parameters. Several researches have
investigated the potential of such technology for the continuous as-
sessment of emotions and activities in real-life settings [6, 10, 13, 28].
Wearable devices are capable of collecting different physiological
signals – such as, e.g., Electrodermal activity (EDA), Electrocardio-
graphy (ECG), and Blood Volume Pulse (BVP) – that prove their
feasibility in different self-monitoring systems. Such signals can
be employed in emotion recognition and human activity recogni-
tion [2, 10, 27, 29].

However, low quality of physiological signals collected from
wearable devices, especially wrist-worn, can hinder the perfor-
mance of the previously mentioned applications [4]. One of the
major issues is the way users tend to wear their wearables [4], and
how this varies between people. Between 70 and 95% of the global
population is right handed, leading to a dominance of left-hand
positioning, i.e., non-dominant side, of wrist-worn devices [20].
Changes in this position can however occur, both in real-world sce-
narios and in controlled settings, and people may wear the device
interchangeably on the left or the right [1, 31]. Lateralization, i.e.,
the phenomenon in which some function or activity has preference
for one side of the body, of some physiological signals, could impact
applications where the placement is not taken into account. Given
these differences, placement of wearables has been explored: many
researchers have compared the physiological signals collected from
different body locations [10, 23, 29, 33]. Researchers have also inves-
tigated the impact of changing position of devices, e.g., from left to
the right side, in relation to real world application and human activ-
ity recognition, but mostly through the use of accelerometer-based
sensors [1, 7, 31]. However, there is a shortage in the number of
studies that investigate the impact of wrist-worn positioning when
dealing with physiological data, in human and emotion recognition
tasks. Accordingly, in this paper we aim at comparing physiological
signals collected from both body sides, during different experiments,
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and investigating their impact in a human behavior recognition
task.

To address this, we performed statistical and classification analy-
sis on the USI_Laughs dataset [6], which contains physiological data
recorded from 34 participants during laughter moments. Specifi-
cally, we investigated the lateralization differences present in the
data by exploring the correlation between raw physiological signals
as well as effect size over hand crafted features. Then, we showcase
a machine learning-based laughter recognition task, over which
we carried out various experiments. In particular, we confronted
models trained and tested on the same side with models trained and
tested on different side; as well as using a set where data was chosen
randomly between the left and the right, to simulate a “worst case
scenario" application where users wear the devices interchangeably.

2 RELATEDWORK
The comparison between physiological signals recorded from dif-
ferent body locations has been corroborated in many studies, such
as [10, 23, 29, 33]. The key difference among these studies is the
chosen physiological signal and the body location of recording
devices. For instance, researchers in [23, 24] consider the Photo-
plethysmography (PPG) signal and other researchers rely on EDA
signals in their comparisons, e.g., [10, 29].

Pilt et al. [23] analyzed the bilateral differences between second
derivative of PPG signal (SDPPG) extracted from the left and right
hand fingers of 34 participants. The paired t-test showed signifi-
cant statistical differences between the two body locations. In [24],
authors compared transmission and reflection PPG sensor modes,
with sensors mounted on multiple body positions collected from 6
participants. They concluded that finger-worn sensors were more
accurate than ear positioned ones, as well as that some relation to
the finger size are present. Authors in [11] found high correlation
between the HRV extracted from the PPG signal when comparing
left and right hand.

Hossain et al. [10] analyzed EDA from different body locations,
finding high correlation between finger and foot signals, while
other positions did not. They also implemented a rest/stress classi-
fication procedure and showed that finger and foot achieved higher
performance than other body locations. A similar comparison of
different positions, for EDA responses, was performed by [29], who
found high correlation among the left finger and the right foot.

Our review shows that several studies consider different body
locations, but regardless of body side. There is a gap in the literature
on investigating the impact of sensor placement with regard of the
side of the body in human behavior recognition. Indeed, known
lateralization in physiological signals, e.g., EDA, could have some
effect in real-world applications: as such, analysis of lateral position
of wearable devices could give insight, as well as suggestions, for
future research. Accordingly, this gap is the main driving factor for
our contribution.

3 DATA ANALYSIS
In this section we describe the dataset used and the procedure
we followed to investigate the impact of lateralization. We made
our code implementation available on GitHub: https://github.com/
LeonardoAlchieri/LateralizationLaughter.

3.1 Dataset
We used the USI_Laughs dataset [6]. The aim of the work by Di Las-
cio et al. consisted in the recognition of laughter episodes using a
combination of physiological and movement data. The dataset con-
tains physiological recordings from 34 participants obtained during
a controlled study in laboratory settings. Data was collected using
two Empatica E4 wristband1, placed for all participants on both the
left and right wrists at the same time. The devices recorded Blood
Volume Pulse (BVP), Electrodermal Activity (EDA), Accelerome-
ter (ACC) and Skin Temperature (ST) data. We did not use ST for
laughter recognition, since its changes are only noticeable over
longer periods [26]. We also did not use ACC data, since it is not a
physiological signal, and thus outside the scope of the current work.
The experimental procedure consisted of a sequence of different
events: relaxation (also called baseline), funny videos, acted laugh-
ter, clapping hands, cognitive load test (based on a Stroop test [32]).
Manual annotations of people laughing, and their level of laughter,
were recorded by Di Lascio et al.. During the recording procedure,
throughout the whole experiment, the participants were asked to
limit their movements.

3.2 Pre-Processing and Feature Extraction
To pre-process the data we follow the work by Di Lascio et al. [6]. In
particular, we apply filtering, normalization for each user’s data and
segmentation. The procedure follows the description by Di Lascio
et al. [6]. We applied a first order Butterworth low-pass filter (cutoff
0.4 Hz) on the the EDA signal (sampled at 4 Hz) and a FIR low-pass
filter (cutoff at 5 Hz) on the BVP (rate 64 Hz). We decomposed the
EDA signal into a phasic and tonic component with cvxEDA [9].
In this work we used only the phasic and the non-decomposed
signal (referred to mixed-EDA), since the tonic component is not
associated with short-term responses [3]. For the statistical analysis,
we also divided the data into segments, each corresponding to an
event in the experiment, e.g., relaxation period, cognitive load, etc.
For the classification task, shorter fixed windows (2 seconds) were
selected, as described in Section 3.4. The features we extracted are:
for EDA, time-domain features; for BVP, time-domain and HR/HRV
statistical. Table 1 presents a summary of the extracted features.
The same procedure was performed for signals from both the left
and right side device.

3.3 Quantification of Lateralization
To analyse lateralization effect in physiological data, a correlation
analysis was performed over the pre-processed signals. We also
devised a statistical analysis, based on effect size, over the features
extracted, to investigate if differences would be propagated from
the raw (filtered) signal. We implemented both only for the EDA
(phasic) and BVP signals.

Correlation coefficients can be a good indicator if two time se-
ries, in our case the physiological signals from the left and right
side of the body, represent the same phenomenon, even if with
many limitations, e.g., the famous "correlation does not imply cau-
sation" dilemma [19]. To quantify lateralization, we considered
three correlation coefficients: Pearson’s 𝜌 , Spearmann’s 𝜌 and
Kendall’s 𝜏 [17]. The first is a linear coefficient, while the other two
1https://www.empatica.com/en-gb/research/e4/
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Table 1: Overview of hand crafted features evaluted for EDA
and BVP filtered signals.

Sensor
(# features) Features

EDA mixed (11)
& phasic (11) minimum, maximum, mean, standard devia-

tion, dynamic range, slope, absolute value of
the slope, mean and standard deviation first
derivative, number of peaks, peaks’ amplitude

BVP (19) minimum, maximum, mean, standard devi-
ation, dynamic range, slope, area under the
curve, number of peaks, ratio between # peaks
and segment length, mean and standard devia-
tion of the first two derivatives, differences be-
tween highest and smallest peak, Heart Rate,
mean of the Heart Rate Variation (HRV) NN,
standard deviation of the HRV NN (SDNN),
standard deviation of HRV NN differences
(SDSD), root mean squared sum of the HRV
NN differences (RMSSD)

are so-called rank coefficients, which can account for non-linear
dependencies. We calculated the coefficient per each event recorded
in the dataset, e.g., cognitive load or laughter events, between the
left and right side timeseries. These were considered after the pre-
processing steps (subsection 3.2) and for each calculation, i.e., for
each event, the timeseries of all users were concatenated together.
Effect size analysis determines if two samples are related to each
other, and to what degree [16]. To investigate effect size, we used
Cliff’s 𝛿 coefficient, which ranges from -1 (larger second factor) to 1
(larger first factor), with 0 identifying no differences [16]. Similarly
to the correlation coefficients, Cliff’s 𝛿 values were evaluated for
each event between the left and right side. However, the confronta-
tions were in this case performed over the features extracted. The
idea is to show the impact of lateralization on features extracted as
well, since its effect may differ from the correlation of raw (filtered)
signals. Hand-crafted features are also mostly implemented in clas-
sical machine learning, when dealing with time series data [12],
and as such differences in them could give insight for classification
paradigms.

3.4 Laughter Recognition Task
To investigate the impact of wrist-worn sensor placement, we per-
formed the task of recognizing laughter episodes, as proposed by
[6] with machine learning methods. The classifiers implemented
were trained for a binary prediction, to discriminate between a
laughter episode (positive class) to a relaxation period (negative
class).

Data Preparation. We selected the instances to include in the
dataset with a segmentation similar to Di Lascio et al. [6]. However,
instead of considering a whole event, i.e., laughter episode or re-
laxation period, a fixed window of 2 seconds was used. In order to
have a balanced dataset, for each 2 second window from a laughter
period, one over the relaxation period was selected. The choice of
a fixed window, as opposed to [6], simulated a possible real-world

application, when using time series data for classification [12]. The
length of the window is selected as the shortest laughter episode in
the USI_Laughs dataset. From this procedure, a total of 640 train-
ing points, evenly distributed between laughter (positive) and
baseline (negative) phases, were extracted.

ML Classifiers. Multiple machine learning classifiers were im-
plemented for the laughter recognition task, from which the best
classifier on average was selected. We chose the following models,
since they are some of the most used in literature [14]: K-Nearest
Neighbour Classifier (KNN), Support Vector Machine Classifier
(SVC), Gaussian Process, Gaussian Naïve Bayes, Quadratic Discrim-
inant Analysis (QDA), Decision Tree and some of its variations, i.e.,
AdaBoost [30], Random Forest and XGBoost [5]. All were imple-
mented through the Scikit-Learn Python library [21].

Evaluation Metrics. As a measure of performance, we used ac-
curacy: given the by-construction balanced dataset, it can be as-
sumed not to have any negative drawbacks. Even when performing
cross validation, we made sure to have always balance in the train-
validation split. We run the classification task with the Leave-One-
Subject-Out (LOSO) cross validation paradigm, similarly to [6].
This method allows to train a model with all users but one, and test
with the one left out. It avoids overfitting due to not having the
same participant in both train and test. We confronted only the best
classifier per sensor of interest, i.e., EDA and BVP. The choice of
“best" was taken by selecting the classifier with the highest average,
for each sensor or combination of sensors, across all experiments.

Experiments. The ML models were trained with data from dif-
ferent body sides as well as different modalities. As far as sensor
modalities, we tested models trained only on EDA and BVP fea-
tures separately, to assess the impact of device position for the two
physiological signals independently. In particular, we trained and
tested ML classifier with data collected from the same hand-side or
from different sides. This leads to four possible combinations: train
and test data collected from the left hand (TrainL,TestL); train and
test from the right hand (TrainR,TestR); train from the left and test
from the right (TrainL,TestR); or train from the right and test from
the left (TrainR,TestL). Since we chose to use a cross validation
paradigm (LOSO), for each iteration the data from all users in the
train is from the “train side" and that of the left-out user from the
“test side". On the other hand, to account for cases in which the
position of the device might not be constant, we created a “worst
case scenario" dataset, in which data for each sample, i.e., laughter
episode or relaxation period, was selected randomly between the
left and right side. In this case, we compared model only trained
and tested on this “random" side (TrainRnd,TestRnd. This way, we
checked for if using a random side, i.e., not having consistency in
device position, could have some performance impact, be it positive
or negative.

4 RESULTS
In this section we present and discuss the results obtained using
the procedures introduced in Section 3.
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Figure 1: Correlation coefficients, per event, between left
and right side, for EDA (phasic) and BVP signals. Statistical
significance, with the null hypothesis of no correlation, is
true for all values (Bonferroni corrected).

4.1 Quantification of Lateralization
Raw (Pre-Processed) Signal Correlation. Figure 1 shows the results

of the correlation analysis, per event, for the filtered and normal-
ized BVP and EDA phasic signals. We observe that the BVP signal
presents high values (> 0.5) for all correlation coefficients, consis-
tently across different events. These results suggest that the BVP
signal is mostly similar between the left and right side of the body
and that it does not have a dependency upon event: this is expected
and in line with existing literature [11, 24].

On the other hand, we notice that the phasic component of the
EDA signal has a much lower overall correlation (< 0.5) and has
a very stark dependency upon event, with especially low values
of linear correlation in the cognitive load task. It also has variation
across coefficients, suggesting the presence of non-linearity, e.g.,
the cognitive load task has a very low Pearson’s 𝜌 , but much higher
Spearman’s 𝜌 and Kendall’s 𝜏 . Overall the EDA signal shows that,
for some events, opposite sides of the body may react in slightly
different manners. Indeed, it has been known for years that stimu-
lating different parts of the brain, through different activities, can
lead to significant variations in the skin response on the two sides
of the body [18, 25]. As such, our results can be considered in line
with similar findings in literature [15, 22].
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Figure 2: Cliff’s 𝛿 values, per event, between left and right,
for some EDA (phasic) and BVP features. The features shown
here are those considered more easily interpretable. Size dif-
ference bins are evaluated according to the suggestions of
[34].

Extracted Features Effect Size. In Figure 2 we show the results for
the effect size calculation, where we show the statistical differences
between lateralization of extracted features. While the previous
analysis aimed at identifying similar patterns between the raw
(filtered) signals, here the interest is to see if differences can be seen
when extracting hand-crafted features. Formost events and features,
the Cliff’s 𝛿 value has a negligible effect, i.e., there is no difference
between features calculatedwith left or the right hand signals. In the
BVP signal, some features show higher values for the left side, e.g.,
min andmean, or the right side, e.g., std and hrmean. However, these
differences have, for each feature, the same sign across event, e.g.,
all 𝛿 values for the standard deviation (std) are negative, indicating
some consistency. For the EDA, where less significant differences
are present, the slope feature presents a change in sign across two
events. In general, however, the differences presented here are, at
best, considered small. The impact of such changes can be analysed
with a classification task (subsection 4.2).

4.2 Laughter Recognition Task
Table 2 shows the accuracies obtained from the “best classifiers", i.e.,
the classifier that on average obtained the highest accuracy for a
specific combination, to recognize laughter. With respect to training
and testing on different sides (TrainL,TestR and TrainR,TestL), the
results suggest that, for both physiological signals, there could be
a decrease in performance, when opposed to a fixed side. For the
EDA, the highest accuracy when training and testing over the same
side (59.0% left side) is higher, but not statistically significant, when
compared to the highest model where the sides are swapped (59.7%,
train on right and test on left). For the BVP, on the other hand,
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Table 2: Accuracy (%), with standard errors, for the best mod-
els (on average) for each modality. Specifically Random For-
est for both EDA and BVP.

Side / Sensor EDA BVP
TrainL,TestL 59.0 ± 0.6 57.1 ± 0.6
TrainR,TestR 54.4 ± 0.7 54.7 ± 0.7

TrainRnd,TestRnd 49.2 ± 0.7 56.5 ± 0.6
TrainL,TestR 54.8 ± 0.6 53.0 ± 0.5
TrainR,TestL 58.7 ± 0.6 54.7 ± 0.5
Uniform Random Baseline: 50.9 ± 2.2

the results over the same confrontation are statistically significant,
i.e., 54.7% for the model trained on the right and tested on the left
compared to 57.1% for the model trained and tested only on the left
side. However, for both signals, the models trained and tested on
the right side present a much lower accuracy. This could be due to
the prevalence of right-handed people, who have as non-dominant
hand the left one, in the dataset: it could be due to a larger presence
of artifacts in both signals in the dominant hand [8]. However,
further investigation is needed to confirm these claims.

When analysing the “worst case scenario", i.e., simulating users
wearing their device randomly between the left and right side, the
results are different for the two signals. On the BVP, the best accu-
racy achieved for the “random" side is similar to other modalities
(56.5%). As such, scenarios involving BVP data might not be im-
pacted by randomly choosing a side. However, for the EDA we
show that the best model trained in this scenario has an accuracy
which is not above a random baseline (49.2), and much lower than
all other models. This suggests that models trained on EDA could
be impacted negatively by users wearing their devices on different
sides of the body in different moments.

In conclusion, we can draw important insights on the behaviour
of classification models Table 2. Both EDA and BVP-trained models
show that training and testing on different sides of the body could
have a negative impact on the performance and generalizability of
classifiers. More work is though needed in this scenario. In a “worst
case scenario", where users swap the wrist-worn device between
different sides of the body randomly, models trained on EDA signal
are negatively impacted and does not achieve a performance higher
than a baseline.

5 LIMITATIONS & FUTUREWORKS
While the present work managed to showcase how lateralization
of some physiological signals can impact a classification task, more
work is however needed to further explore the results obtained.
Indeed, while the USILaughs dataset contains physiological signals
taken simultaneously from the left and right wrist, during the data
collection procedure no control with regard of wrist position or
wrist orientation was reported by Di Lascio et al. [6]. The use
of other datasets could give a stronger validation to the results
presented. Analysing other machine learning tasks, both with the
same or new datasets, could give better insight into the impact
of lateralization. Future work should also focus on classification
tasks where EDA and BVP have a higher importance than the
one presented, since in our multimodal settings the results were

likely dominated by Accelerometer information. Also, exploring
how different classifiers, and not only the “best" ones, are impacted
could give a more general insight.

6 CONCLUSIONS
We investigated the impact of different body placements of wear-
able sensors on the performance of human behavior recognition
tasks. We focused on BVP and EDA data collected using wrist-worn
sensors and analyzed potential differences in the signals collected
on the left or right wrist.

We first performed a correlation analysis between signals col-
lected on the two body sides and, in line with other results in the
literature, we found that BVP signals do not show lateralization
effects, whereas EDA does. We further performed an effect size anal-
ysis that confirmed these results, but also highlighted that selected
features of the BVP signal might differ, although only slightly, if
measured concurrently on different body sides.

We further investigated the potential impact of lateralization on
a specific machine learning task: laughter recognition. Our results
show that training and testing a classifier with the physiological
data collected on the same side of the body achieves higher accuracy
than when training and testing use data from opposite sides. How-
ever, not all the observed differences are statistically significant,
and thus further research is needed before we can make conclusive
statements on this matter. We also analyzed the case in which it is
picked at random, both during training and during testing, whether
the classifier uses data from the left or right side of the body. In
this scenario, EDA-trained models show a statistically-significant
decrease in accuracy with respect to the case in which training and
testing use data collected from the same side of the body or from
opposite sides. BVP-trained models instead do not show significant
differences in the three scenarios. These last results also hint at the
need of further research to understand the impact of lateralization
in real-world scenarios, in which users may wear their wrist-worn
devices interchangeably on the left or right side of the body.

ACKNOWLEDGMENTS
This work is partially supported by the Swiss National Science
Foundation (SNSF) through the grant 205121_197242 for the project
“PROSELF: Semi-automated Self-Tracking Systems to Improve Per-
sonal Productivity".

REFERENCES
[1] Oresti Banos, Mate Attila Toth, Miguel Damas, Hector Pomares, and Ignacio

Rojas. 2014. Dealing with the effects of sensor displacement in wearable activity
recognition. Sensors 14, 6 (2014), 9995–10023.

[2] Patrícia Bota, Chen Wang, Ana Fred, and Hugo Silva. 2020. Emotion assessment
using feature fusion and decision fusion classification based on physiological
data: Are we there yet? Sensors 20, 17 (2020).

[3] Wolfram Boucsein. 2012. Electrodermal activity. Springer Science & Business
Media.

[4] Yekta Said Can, Niaz Chalabianloo, Deniz Ekiz, and Cem Ersoy. 2019. Continuous
stress detection using wearable sensors in real life: Algorithmic programming
contest case study. Sensors 19, 8 (2019).

[5] Tianqi Chen, Tong He, Michael Benesty, Vadim Khotilovich, Yuan Tang, Hyunsu
Cho, Kailong Chen, et al. 2015. Xgboost: extreme gradient boosting. R package
version 0.4-2 1, 4 (2015).

[6] Elena Di Lascio, Shkurta Gashi, and Silvia Santini. 2019. Laughter recognition
using non-invasive wearable devices. In Proceedings of the 13th EAI International
Conference on Pervasive Computing Technologies for Healthcare.



UbiComp/ISWC ’22 Adjunct, September 11–15, 2022, Cambridge, United Kingdom Alchieri, et al.

[7] Charlotte L Edwardson, Elisabeth AH Winkler, Danielle H Bodicoat, Tom Yates,
Melanie J Davies, DavidWDunstan, andGenevieve NHealy. 2017. Considerations
when using the activPAL monitor in field-based research with adult populations.
Journal of sport and health science 6, 2 (2017), 162–178.

[8] Shkurta Gashi, Elena Di Lascio, Bianca Stancu, Vedant Das Swain, Varun Mishra,
Martin Gjoreski, and Silvia Santini. 2020. Detection of artifacts in ambulatory elec-
trodermal activity data. Proceedings of the ACM on Interactive, Mobile, Wearable
and Ubiquitous Technologies 4, 2 (2020), 1–31.

[9] Alberto Greco, Gaetano Valenza, Antonio Lanata, Enzo Pasquale Scilingo, and
Luca Citi. 2015. cvxEDA: A convex optimization approach to electrodermal
activity processing. IEEE Transactions on Biomedical Engineering 63, 4 (2015).

[10] Md-Billal Hossain, Youngsun Kong, Hugo F Posada-Quintero, and Ki H Chon.
2022. Comparison of Electrodermal Activity from Multiple Body Locations
Based on Standard EDA Indices’ Quality and Robustness against Motion Artifact.
Sensors 22, 9 (2022).

[11] Chun-Chieh Hsiao, Fang-Wei Hsu, Ren-Guey Lee, and Robert Lin. 2017. Correla-
tion analysis of heart rate variability between PPG and ECG for wearable devices
in different postures. In 2017 IEEE International Conference on SMC. IEEE.

[12] Hassan Ismail Fawaz, Germain Forestier, Jonathan Weber, Lhassane Idoumghar,
and Pierre-Alain Muller. 2019. Deep learning for time series classification: a
review. Data mining and knowledge discovery 33, 4 (2019).

[13] Mei-Yuan Jeng, Fan-Yun Pai, and Tsu-Ming Yeh. 2022. Antecedents for Older
Adults’ Intention to Use Smart Health Wearable Devices-Technology Anxiety as
a Moderator. Behavioral Sciences 12, 4 (2022).

[14] Michael I Jordan and Tom M Mitchell. 2015. Machine learning: Trends, perspec-
tives, and prospects. Science 349, 6245 (2015), 255–260.

[15] Krisztian Kasos, Szabolcs Zimonyi, Eniko Kasos, Avraham Lifshitz, Katalin Varga,
and Anna Szekely. 2018. Does the electrodermal system “take sides” when it
comes to emotions? Applied psychophysiology and biofeedback 43, 3 (2018).

[16] Ken Kelley and Kristopher J Preacher. 2012. On effect size. Psychological methods
17, 2 (2012).

[17] Maurice George Kendall et al. 1946. The advanced theory of statistics. The
advanced theory of statistics. 2nd Ed (1946).

[18] Mark W Ketterer and Barry D Smith. 1977. Bilateral electrodermal activity,
lateralized cerebral processing and sex. Psychophysiology 14, 6 (1977), 513–516.

[19] Diana Kornbrot. 2005. Correlation. Encyclopedia of statistics in behavioral science
(2005).

[20] Ian Christopher McManus. 2009. The history and geography of human handed-
ness. Language lateralization and psychosis (2009), 37–57.

[21] Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel,
Bertrand Thirion, Olivier Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss,
Vincent Dubourg, et al. 2011. Scikit-learn: Machine Learning in Python. JMLR
12 (2011).

[22] Rosalind W Picard, Szymon Fedor, and Yadid Ayzenberg. 2016. Multiple arousal
theory and daily-life electrodermal activity asymmetry. 8, 1 (2016), 62–75.

[23] Kristjan Pilt, Sandra Silluta, Merlin Palmar, Deniss Karai, Kalju Meigas, and
Margus Viigimaa. 2018. Second derivative photoplethysmographic signal analysis
of differences between fingers in healthy subjects. In 2018 16th BEC. IEEE.

[24] Jiří Přibil, Anna Přibilová, and Ivan Frollo. 2020. Comparative measurement
of the PPG signal on different human body positions by sensors working in
reflection and transmission modes. Engineering Proceedings 2, 1 (2020).

[25] David C Raskin. 1973. Attention and arousal. Electrodermal activity in psycholog-
ical research (1973), 125–155.

[26] Andrej A Romanovsky. 2014. Skin temperature: its role in thermoregulation.
Acta physiologica 210, 3 (2014), 498–507.

[27] Stanisław Saganowski. 2022. Bringing Emotion Recognition Out of the Lab into
Real Life: Recent Advances in Sensors and Machine Learning. Electronics 11, 3
(2022).

[28] Stanisław Saganowski, Anna Dutkowiak, Adam Dziadek, Maciej Dzieżyc, Joanna
Komoszyńska, Weronika Michalska, Adam Polak, Michał Ujma, and Przemysław
Kazienko. 2020. Emotion recognition using wearables: A systematic literature
review-work-in-progress. In 2020 IEEE PerCom Workshops. IEEE.

[29] Andres Sanchez-Comas, Kåre Synnes, Diego Molina-Estren, Alexander Troncoso-
Palacio, and Zhoe Comas-González. 2021. Correlation analysis of different mea-
surement places of galvanic skin response in test groups facing pleasant and
unpleasant stimuli. Sensors 21, 12 (2021).

[30] Robert E Schapire. 2013. Explaining adaboost. In Empirical inference. Springer.
[31] Marcin Straczkiewicz, Nancy W Glynn, and Jaroslaw Harezlak. 2019. On place-

ment, location and orientation of wrist-worn tri-axial accelerometers during
free-living measurements. Sensors 19, 9 (2019), 2095.

[32] J Ridley Stroop. 1935. Studies of interference in serial verbal reactions. JEP 18, 6
(1935).

[33] Bahram Tarvirdizadeh, Alireza Golgouneh, Erfan Khodabakhshi, and Farzam
Tajdari. 2017. An assessment of a similarity between the right and left hand
Photoplethysmography signals, using time and frequency features of heart-rate-
variability signal. In KBEI 2017. IEEE.

[34] András Vargha and Harold D Delaney. 2000. A critique and improvement of
the CL common language effect size statistics of McGraw and Wong. JEBS 25, 2

(2000).


	Abstract
	1 Introduction
	2 Related Work
	3 Data Analysis
	3.1 Dataset
	3.2 Pre-Processing and Feature Extraction
	3.3 Quantification of Lateralization
	3.4 Laughter Recognition Task

	4 Results
	4.1 Quantification of Lateralization
	4.2 Laughter Recognition Task

	5 Limitations & Future Works
	6 Conclusions
	References

